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Minimal auxiliary basis set approach for the
electronic excitation spectra of organic molecules
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44106, USA
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¶Institute for Microelectronics and Microsystems (CNR-IMM), Via Monteroni, Campus
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E-mail: shane.parker@case.edu

Abstract
We report a minimal auxiliary basis model
for time-dependent density functional theory
(TDDFT) with hybrid density functionals that
can accurately reproduce excitation energies and
absorption spectra from TDDFT while reducing
cost by about two to three orders of magnitude.
Our method, dubbed TDDFT-ris, employs the
resolution-of-the-identity technique with just one
s-type auxiliary basis function per atom for the
linear response operator, where the Gaussian ex-
ponents are parametrized across the periodic table
using tabulated atomic radii with a single global
scaling factor. By tuning on a small test set, we
determine a single functional-independent scale
factor that balances errors in excitation energies
and absorption spectra. Benchmarked on organic
molecules and compared to standard TDDFT,
TDDFT-ris has an average energy error of only
0.06 eV, and yields absorption spectra in close
agreement with TDDFT. Thus, TDDFT-ris en-
ables simulation of realistic absorption spectra in
large molecules that would be inaccessible from
standard TDDFT.
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The prediction of optical properties and the
simulation of photochemical processes are cen-
tral goals in chemical physics, and thus accu-
rate and efficient computational methods are ur-
gently needed.1–4 Compared to other state-of-the-
art excited-state electronic structure methods, time
dependent density functional theory (TDDFT)5,6

has among the most favorable accuracy-to-cost ra-
tio.7–9 In the past few decades, different meth-
ods have been developed in order to reduce the
computational cost.10–17 One of the most impor-
tant method is the resolution-of-the-identity (RI)
approximation of two electron repulsion integrals
(ERI),18–26 also known as density-fitting. How-
ever, routine TDDFT simulations of ultraviolet-
visible (UV-vis) spectra are still typically limited
to systems with a few hundred atoms and a few
thousand basis functions because of their compu-
tational cost. More specifically, common imple-
mentations of TDDFT scale with O(N2) to O(N3)
where N is a measure of system size. When com-
puting a full spectral window (i.e., simulating the
UV-vis absorption spectrum between two user-
chosen excitation wavelengths), the scaling de-
pends on the algorithm: algorithms based on com-
puting eigenvalues of the Casida equation scale
with the density of states5 while algorithms based
on real time TDDFT27 or the complex polarization
propagator28,29 scale with the width and density
of the spectral window.30–32 Thus, methods to fur-
ther dramatically reduce the computational cost of
TDDFT are key to unlocking first-principles sim-
ulations of excited-state properties and spectra for
large systems such as nanoparticles and photocat-
alysts.

One common strategy for avoiding the high
computational cost needed to simulate absorption
spectra is to use a semiempirical model rather than
a first-principles method, because semiempirical
models are often several orders of magnitude less
expensive than first-principles methods.33 Three
classes of semiempirical models have been pro-
posed for simulating optical spectra in recent
decades. In the first class, molecular mechanics
force fields were extended to contain frequency-
dependent polarization, which allows for the defi-
nition of absorption spectra through the imaginary
part of the dynamic polarizability.34–39

In the second class, both the ground state prob-

lem and the excited-state problem are replaced
with semiempirical quantum mechanical treat-
ments. That is, excited states are described as a
semiempirical linear response from a semiempir-
ical ground state. Examples of the fully semiem-
pirical models include the semiempirical configu-
ration interaction (CI) models,33,40 time-dependent
density functional tight-binding (TD-DFTB),41

and tight-binding based simplified Tamm-Dancoff

Approximation (sTDA-xTB).42

The final class uses the first-principles Kohn-
Sham (KS) ground state and only introduces
approximations to the linear response matrix,
i.e., a semiempirical linear response is per-
formed on top of a first-principles ground state.
Examples of this class include the simplified
Tamm-Dancoff (sTDA) and simplified TDDFT
(sTDDFT) models,43,44 the TDDFT plus tight-
binding (TDDFT+TB) model,45 and the simplified
GW (sGW) and simplified Bethe-Salpheter equa-
tion (sBSE) models.46 More recently, a minimal
auxiliary basis model for TDDFT (TDDFT-as)
was proposed for semilocal density functionals in
which the linear response kernel is approximated
using RI where the fitting basis for each atom
includes only one s-type Gaussian function.47

TDDFT-as was applied to silver nanoparticles
where an average error of only 12 meV was found.
Such error is one order of magnitude smaller than
previous semiempirical linear response models
that use first-principles ground states. Optimized
auxiliary basis-set approaches for TDDFT haves
been also recently investigated.48,49

Here, we introduce the TDDFT-ris model, a min-
imal auxiliary basis model for hybrid density func-
tionals parametrized across the entire periodic ta-
ble. In this Letter, we focus on global hybrid den-
sity functionals because these have been shown
to perform better than semilocal ones for com-
puting excited states of organic molecules.9,50 We
will show that TDDFT-ris has a root-mean-square-
error (RMSE) relative to TDDFT of 0.06 eV, much
lower than the corresponding RMSE of sTDDFT
(0.24 eV), and below the typical error of hybrid
TDDFT compared to experimental values (about
0.2-0.3 eV).9,50

Within linear response TDDFT, excitation ener-
gies are obtained by solving the symplectic eigen-
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value equation(
A B
B A

) (
X
Y

)
=

(
1 0
0 −1

) (
X
Y

)
Ω, (1)

where

(A + B)ia, jb =(εa − εi)δabδi j + 2(ia| jb) + 2 f xc
ia jb+

− cx[(ib| ja) + (i j|ab)], (2a)
(A − B)ia, jb =(εa − εi)δabδi j + cx[(ib| ja) − (i j|ab)],

(2b)

εp is the KS eigenvalue associated with KS or-
bital φp, f xc

ia jb is a matrix element of the semilocal
exchange-correlation (XC) kernel, (pq|rs) is a ma-
trix element of the four-center two-electron repul-
sion integral, and cx is the fraction of Hartree-Fock
exchange (HFX). In Eq. (2), labels i, j refer to oc-
cupied molecular orbitals (MOs) while a, b refer to
virtual MOs.

To arrive at the TDDFT-ris model, we follow
the same basic structure as sTDDFT, TDDFT+TB
and TDDFT-as: the semilocal XC kernel in Eq.
(2) is neglected and the expensive ERIs are ap-
proximated with a monopole-like expansion. In
TDDFT-ris, the ERIs are approximated using the
resolution-of-the-identity technique,

(pq|rs) ≈
∑
AB

(pq|A)(A|B)−1(B|rs), (3)

where (A|B) and (pq|A) are two-center and three-
center two-electron repulsion integrals, respec-
tively, A,B label atoms and p, q, r, s label generic
MOs.51 Eq. (3) is also employed in TDDFT-as,
but only for the Coulomb contribution, whereas in
TDDFT-ris this is extended to the HFX. By con-
trast, in sTDDFT,44 ERIs are approximated using

(pq|rs) ≈
∑
AB

QA
pqγABQB

rs, (4)

where QA
pq is the Löwdin charge density matrix on

atom A, and γAB is an effective repulsion between
atoms A and B.

The key feature of TDDFT-ris is that just one s-
type Gaussian function is used per atom as the aux-
iliary basis set in Eq. (3), whereas typical auxiliary
basis sets include 10-100 functions per atom.52 For
the Gaussian exponent for atom A, αA, we propose

to use
αA =

θ

R2
A

, (5)

where RA is the atomic radius for atom A and
θ is a yet-to-be-determined global factor. This
ansatz originates from observations that 1) the ex-
ponent can be related to the square of the Hub-
bard parameter which is twice the hardness ηA (i.e.,
αA ∝ η

2
A)41,47,53–55 and 2) the hardness is inversely

proportional to the atomic radius (i.e., ηA ∝
1

RA
).56

We use semiempirically determined atomic radii
proposed by Ghosh et al.57 The ansatz Eq. (5) is
equivalent to choosing the exponents such that the
most probable radii for each element are propor-
tional to the tabulated atomic radii. The benefits
of this ansatz are that TDDFT-ris can be defined
for all 103 elements with a tabulated atomic ra-
dius and there is only a single global parameter, θ,
that needs to be optimized. In addition, TDDFT-
ris retains the monopole-like form for the ERIs
and therefore will lead to cost reductions of two
or three orders of magnitude relative to standard
TDDFT.

First, we examine the performance of the
TDDFT-ris approximation on the π−π* excitation
of ethene, the simplest model for an electronic
excitation in an organic molecule. The first sin-
glet π−π* excitation energy, Ωs, of ethene can be
approximated as

Ωs ≈ ΩT DA
s = (εL − εH) +K +J (6)

with

K = K + Fxc (7a)
J = −cxJ (7b)

where H denotes the highest-occupied molecular
orbital, L denotes the lowest unoccupied molecu-
lar orbital, K = (HL|HL), J = (HH|LL), and Fxc is
the cx dependent contribution from the XC kernel.
For concreteness, we consider the Perdew-Burke-
Ernzerhof (PBE) hybrid density functional58 with
a variable fraction of HFX. Eq. 6 corresponds to
the TDA59 and is valid when the orbital energy gap
is much larger than the kernel contribution, which
is true for ethene.

We then apply the TDDFT-ris approximation to
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Eq. (6), such that

Ωα
s = (εL − εH) +Kα +Jα (8)

with

Kα = Kα (9a)
Jα = −cxJα, (9b)

where the superscript, α, signifies approximating
the term using Eq. (3) with the same Gaussian
exponent α for each atom, i.e., assuming carbon
and hydrogen share the same exponent. Compar-
ing Eq. (7a) and Eq. (9a), we see that our ansatz
anticipates error cancellation between K and the
semilocal XC kernel, as discussed in Ref. 47.
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Figure 1: Errors in the (a) HFX integral, ∆J , (b)
Coulomb and XC kernel contributions, ∆K , and
(c) excitation energies, ∆Ωs, as as a function of the
auxiliary basis exponent, α, for ethene with differ-
ent fractions of the PBE0 HFX (cx).

In Fig. 1 we report the error in the TDDFT-ris
approximation to K , J , and Ωs for several differ-
ent values of cx. For each of these quantity, we
define ∆M = M − Mα. Because the orbital eigen-
values are not approximated in TDDFT-ris, the er-

ror in the excitation energy is simply

∆Ωs = ∆K + ∆J . (10)

In Fig. 1a, we see that Jα consistently overesti-
mates J (∆J < 0), as expected from a truncated
auxiliary basis, and the overestimation increases
with increasing cx. However, there is a small re-
gion of about 0.15-0.20/a0

2 (with a0 the Bohr ra-
dius) in which ∆J is minimized for all considered
values of cx. By contrast, we see in Fig. 1b that
∆K is neither consistently negative nor positive,
because the approximations in Kα are counteract-
ing: neglecting Fxc increases Kα (Fxc < 0) while
the RI approximation underestimates the repulsion
energy which decreases Kα. Finally, in Fig. 1c,
we see two regions where ∆Ωs is small: one near
α = 0.18/a0

2 and one near α = 1.0/a0
2. How-

ever, by inspecting ∆J and ∆K , we see that, for
cx > 0, the minimum with α = 1.0/a0

2 relies on
large and fortuitous error cancellation betweenJα

and Kα, whereas the individual errors at the min-
imum near α = 0.18/a0

2 are much smaller. Thus,
we conclude that the TDDFT-ris model can repro-
duce excitation energies in organic molecules with
a properly chosen exponent and that more diffuse
(smaller α) exponents are likely to provide more
robust error cancellation.

With this encouraging result, we turn to deter-
mining the global scaling factor, θ, by minimizing
the error in both excitation energies and spectra
across a small tuning set. Our tuning set, TUNE20,
consists of 20 small-to-large organic molecules
and includes natural compounds, biomolecules,
organic dyes, chemical probes, and drugs. See
Fig. S1 in the Supporting Information for the com-
position of TUNE20. We evaluated TUNE20 us-
ing three hybrid density functionals with differ-
ent amounts of HFX: TPSSh with cx = 0.1,60

PBE0 with cx = 0.25,58 and BH&H-LYP with
cx = 0.5.61 All tuning calculations used the def2-
SVP basis set.62 We considered two complemen-
tary error metrics for the performance of TDDFT-
ris, i) the RMSE in the lowest 20 excitation en-
ergies, Eene, and ii) the normalized percentage er-
ror in the absorption spectrum, Espe (see Compu-
tational Details for the precise definition).

The average energy error, Eene, and the average
spectral error, Espe, across the TUNE20 set are
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Figure 2: The average Eene and Espe for TUNE20
of TDDFT-ris versus the global scaling factor θ (in
log10 scale), for the TPSSh, PBE0 and BH&H-
LYP density functionals. The vertical red line in-
dicates the chosen global value of θ = 0.2.

shown in Fig. 2 as a function of the global scaling
factor, θ. Similar to the ethene example, local min-
ima were found in two distinct regions, one region
centered around θ = 0.2 and the other at θ ∈ [3, 5].
In the region near θ = 0.2, Eene and Espe exhibit
local minima for all three functionals. Although
we see a slight increase in Eene and Espe as the per-
centage of HFX increases in each functional, the
location of the minimum is relatively insensitive
to the XC functional or to the metric. On the other
hand, in the θ ∈ [3, 5] region, we see starkly dif-
ferent behavior with different XC functionals, in-
dicating that the fortuitous error cancellation for
large exponents already seen in Fig. 1 is highly
sensitive the XC functional. Furthermore, Espe

grows with larger θ, except for the highest cx, and
the transition density becomes increasingly local-
ized around the atomic cores, which is physically
incorrect. Thus we use the region near θ = 0.2
to determine the global scaling factor. In partic-
ular, we see that for Eene, a θ value slightly less
than 0.2 is preferred, whereas for Espe, a θ value
slightly larger than 0.2 is preferred. Therefore, we
choose θ = 0.2 as a compromise between energy
and spectral errors. Detailed results for all systems
are reported in Fig. S2 of the Supporting Informa-

tion.
Before considering the performance of TDDFT-

ris for excitation energies and spectra, we first con-
firm that the choice θ = 0.2 produces near-optimal
exponents for a simple polycyclic aromatic hydro-
carbon, naphthalene, by computing Eene while in-
dividually tuning the exponents on hydrogen, αH,
and carbon, αC. We focus on the PBE0 density
functional because of its excellent performance in
organic systems63 and use the def2-TZVP basis
set.

Figure 3: Two-dimensional scan of Eene (in eV)
as a function of αC and αH for naphthalene for the
PBE0 functional and def2-TZVP basis set. The
star at (αC, αH) = (0.13/a0

2, 0.2/a0
2) shows the

exponents determined using Eq. (5) with θ = 0.2.

Fig. 3 shows the resulting two-dimensional scan
of the exponents, from which we can see a well-
defined minimum where αC ∈ [0.09 − 0.14]/a0

2

and αH ∈ [0.1 − 0.22]/a0
2 with Eene less than

0.07 eV. The αC exponent is more defined than
αH as the transitions considered are mostly lo-
calized on carbon atoms. For comparison, using
θ = 0.2, we find exponents of αC = 0.13/a0

2 and
αH = 0.20/a0

2, inside the region with Eene < 0.07
eV. The results are nearly identical using def2-SVP
(see Fig. S3 in the Supporting Information). We
emphasize that naphthalene is not included in the
TUNE20 set, thus showing that our parametriza-
tion recovers the manually optimized exponents
for naphthalene.

As a further test of our approach, we can com-
pare the exponent obtained here to the exponent
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reported for Ag nanocrystals with TDDFT-as. Us-
ing Eq. (5), we obtain αAg = 0.014/a0

2, which is
significantly smaller than the exponent obtained in
Ref. 47, αAg = 0.036/a0

2. This large difference is
the result of different strategies and systems used
to determine the exponents; the exponent in Ref.
47 was hand optimized for silver nanoparticles us-
ing a semilocal density functional, whereas Eq.
(5) is a global parametrization for hybrid function-
als that was tuned against TUNE20, which con-
tains organic molecules and no Ag. Although the
change in the exponent is large, it has only a mi-
nor effect on the quality of the results. Using our
proposed value of αAg in TDDFT-as with the PBE
functional, the Eene in Ref. 47 would only slightly
increase from 12 meV to 20 meV.

Next, we evaluate the performance of the
TDDFT-ris model by computing excitation en-
ergies and spectra for an extended test set of 42
organic molecules (EXTEST42, see Fig. S1 in
the Supporting Information for a full definition).
We compare the results to standard TDDFT as
the reference and to sTDDFT, because it is a sim-
ilarly structured semiempirical model. We note
that sTDDFT was parametrized using experimen-
tal excitation energies, whereas TDDFT-ris was
parametrized using TDDFT. All benchmarks and
spectra used the PBE0 density functional58 and
def2-TZVP basis set.62

The Eene and Espe for each molecule in EX-
TEST42 are shown in Fig. 4. Eene is systematically
reduced in TDDFT-ris relative to sTDDFT for all
molecules in EXTEST42. The average Eene across
EXTEST42, 〈Eene〉, is just 0.058 eV with TDDFT-
ris, compared to 0.24 eV with sTDDFT (see Table
1). For context, 〈Eene〉 using TDDFT-ris is below
the expected error of PBE0 (0.2-0.3 eV).9,50 Also,
the average error of the lowest-lying excited state,
〈ES 1〉, with TDDFT-ris is 0.068 eV, which is sim-
ilar to the basis set incompleteness error (e.g., S1
energies in EXTEST42 shift on average by 0.063
eV when going from def2-TZVP to def2-SVP, see
Table SI in the Supporting Information). Similarly,
the average error in the absorption spectra, 〈Espe〉,
is 28% using TDDFT-ris, compared to 59% using
sTDDFT (Table 1). However, in contrast to the
Eene data, Espe is lower using sTDDFT for three
molecules. Finally, in Table 1 we see that the
high accuracy of TDDFT-ris is unchanged when

considering only the S1, whereas the performance
of sTDDFT improves slightly. Thus, TDDFT-ris
has a more stable accuracy across a wider energy-
range and outperforms sTDDFT in computing the
optical gap, and the absorption spectrum.
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Figure 4: The energy error Eene and spectra
error Espe of sTDDFT and TDDFT-ris on EX-
TEST42. Calculations are done with PBE0/def2-
TZVP. Molecules are sorted same as Table SI in
the Supporting Information.

Table 1: Average energy, spectral and S1 er-
rors of TDDFT-ris and sTDDFT using standard
TDDFT as reference. Calculations are done
with PBE0/def2-TZVP.

MAE TDDFT-ris sTDDFT

〈Eene〉 [eV] 0.058 0.24
〈Espe〉 [%] 28 59
〈ES1〉 [eV] 0.068 0.19

As a final assessment of the TDDFT-ris perfor-
mance, we show absorption spectra computed for
three representative examples in EXTEST42: reti-
nal, a tetraphenyl aza-BODIPY dye investigated
in Ref. 64,65 and referred to as BF2(WS3), and
provitamin D3. The results are shown in Fig. 5.
For retinal (Fig. 5a) TDDFT-ris correctly repro-
duces the position and the intensity of all peaks
better than sTDDFT does. Including excitations
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up to 7 eV, TDDFT-ris has Eene of 0.05 eV and
Espe of 23%, while sTDDFT has Eene of 0.23 eV
and Espe = 97%. As an example, the lowest energy
bright TDDFT peak at 2.92 eV is red shifted by
0.06 eV and the intensity overestimated by 3% us-
ing TDDFT-ris, compared to a red shift of 0.21 eV
and an underestimated oscillator strength of 17%.

For molecule BF2(WS3) (Fig. 5b), we see
that TDDFT-ris reproduces the TDDFT absorption
spectra almost exactly (Eene = 0.04 eV and Espe =

11%) and much better than sTDDFT (Eene = 0.26
eV and Espe = 59%).

For provitamin D3 (Fig. 5c), which is a challeng-
ing case, we find Eene = 0.04 eV and Espe of 44%
with TDDFT-ris, compared to Eene = 0.24 eV and
Espe = 60% with sTDDFT. UV-vis spectra with
PBE0 for all other molecules are shown in Fig. S4
in Supporting Information.
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Figure 5: The simulated UV spectra for (a)
retinal, 20 states, (b) BF2(WS3), 63 states, (c)
provitamin D3, 20 states. Spectra were calcu-
lated with PBE0/def2-TZVP and broadened with
a Lorentzian with full-width-at-half-maximum
(FWHM) of 0.1 eV.

Table 2: Computation cost comparison of
TDDFT, TDDFT-ris and sTDDFT comput-
ing 20 excitation energies in retinal with
PBE0/def2-TZVP. nocc is the number of occu-
pied MOs, nvir the number of virtual MOs.

TDDFT TDDFT-ris sTDDFT

Total time [s] 16,974 46 8
Coulomb [s] 241 2.9 n/a
HFX [s] 15,104 29.5 n/a
XC [s] 1,642 1.0 n/a
Eene [eV] 0 0.05 0.23
speedup 1 369 2,121
nocc 78 78 56
nvir 741 741 134
CSFs 57,798 57,798 124

A crucial motivation for the TDDFT-ris model
is to dramatically reduce the computational cost
of standard TDDFT. In Table 2, we collect results
from timing the calculation of the lowest 20 states
of retinal using standard TDDFT, TDDFT-ris, and
sTDDFT. Our pilot implementation of TDDFT-ris
uses the RI-J and RI-K engine in Turbomole with a
custom auxiliary basis.66 We find that TDDFT-ris
is 369 times faster than standard TDDFT, reduc-
ing the total central processing unit (CPU) time
from 4.5 hours to 46 seconds. The largest con-
tribution to the speedup comes the HFX integral,
which from 4 hours to 30 second, a factor of 510
speedup. This dramatic speedup in terms of CPU
time incurs only a minor error of 0.05 eV.

In Table 2, we can see that sTDDFT (using
sTDA as described in the Computational Details)
is significantly faster than our current TDDFT-ris
implementation, with an overall speedup of 2121
relative to standard TDDFT and a speedup of 6
relative to TDDFT-ris. The superior speed of the
sTDDFT is the result of several innovations in
the sTDA implementation, including an aggres-
sive truncation of the MO space and the num-
ber of configuration state functions (CSFs) con-
sidered, a perturbative correction to account for
neglected MOs and CSFs, the use of single pre-
cision floating point arithmetic, and full diagonal-
ization of the response matrix.43,44,67 By contrast,
the TDDFT-ris results presented here used no MO
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or CSF truncation and used double precision float-
ing point arithmetic with iterative Krylov space
eigenvalue solvers.31 However, because the ERI
approximations in TDDFT-ris and sTDDFT have
similar structures, these same innovations are fully
compatible with TDDFT-ris.

In conclusion, we have introduced a mini-
mal auxiliary basis set model for TDDFT, called
TDDFT-ris, that reproduces hybrid TDDFT exci-
tation energies of organic molecules to within 0.06
eV on average (using PBE0) while reducing com-
putational cost by 2-3 orders of magnitude. The
key ingredients of the TDDFT-ris model are that
1) the semilocal XC kernel is neglected, and 2)
the electron repulsion integrals are approximated
with a resolution-of-the-identity using just a sin-
gle s-type Gaussian function per atom in the aux-
iliary basis. The exponents in the auxiliary ba-
sis TDDFT-ris were chosen to be proportional to
the inverse square of tabulated atomic radii such
that TDDFT-ris is immediately applicable across
the periodic table. Furthermore, we find that the
optimal exponents for the auxiliary basis set of
the TDDFT-ris model are almost independent of
the choice of the XC density functional. We at-
tribute the excellent performance of TDDFT-ris
for both excitation energies and spectra to the ex-
plicit description of transition densities using the
minimal auxiliary basis. By contrast, tight-binding
approaches43,45,46 describe transition densities im-
plicitly with Löwdin charge densities, which have
numerical as opposed to physical definitions.68,69

The TDDFT-ris model therefore opens up the pos-
sibility of computing accurate absorption spec-
tra and optical properties for organic molecules
with many hundreds of atoms using hybrid density
functionals that may not be affordable otherwise.

A significant advantage of TDDFT-ris is that it
uses the standard RI engine for Coulomb and ex-
change, can therefore be enabled from an exist-
ing RI implementation by simply neglecting the
XC kernel. Thus, we expect potentially rapid
adoption of TDDFT-ris in other electronic struc-
ture programs. Furthermore, by relying on ex-
isting implementations, TDDFT-ris could be im-
mediately defined and usable in conjunction with
other advanced features such as continuum sol-
vation, range-separated hybrid density function-
als, and electric and magnetic linear and nonlinear

properties. In addition, the similarity in structure
to sTDDFT means that TDDFT-ris can be used as
a replacement for sTDDFT. For example, sTDDFT
has been used as a preconditioner for Krylov space
methods to speed up calculations of TDDFT exci-
tation energies with no loss of accuracy;70 we ex-
pect TDDFT-ris to be an even more effective pre-
conditioner.

Another advantage of TDDFT-ris is that the
strong physical motivation underlying TDDFT-ris
means it will be more systematically improvable
than models based purely on tight binding. For
example, a semiempirical grid-free XC kernel cor-
rection for TDDFT-ris would be expected to in-
crease the accuracy of the model. This would be
especially beneficial for triplet excitations, which
are expected to poorly described in TDDFT-ris
without an explicit contribution from the magnetic
XC kernel.45 Another example is that the system-
atic failure of TDDFT-ris and sTDDFT to describe
excitations dominated by transitions between high
angular momentum orbitals on the same atom,
such as d−d transitions in metal complexes or
px−py transitions in organic molecules, could be
cured. In such molecules, these highly localized
excitations could be recovered by expanding the
auxiliary basis on selected atoms with important
excitations.

We envision an extendable hierarchy of TDDFT-
ris methods that can further improve the accuracy
in specific systems. As an illustration, we consid-
ered an extension of TDDFT-ris to include one p
shell for non-hydrogen atoms while naively using
the same exponent used for the s function (tem-
porarily referred to as TDDFT-ris+p). We found
that TDDFT-ris+p further reduces 〈Eene〉 across
EXTEST42 to 0.04 eV, an additional 34% reduc-
tion. As an example, we can see in Fig. 5c
that with TDDFT-ris+p the absorption spectrum
of provitamin D3 is nearly indistinguishable from
the absorption spectrum computed with standard
TDDFT. This extension would also cure the arti-
ficial decoupling of σ and π∗ orbitals present in
linear response tight binding methods like TD-
DFTB.71 A complementary strategy to improve
TDDFT-ris would be to tune the model for specific
systems, either by adjusting θ or by adjusting the
exponents for each atom independently to account
for different environments. Such environment-
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dependent exponents could determined from infor-
mation available in the Kohn-Sham ground state or
could potentially be machine-learned so that the
optimal auxiliary basis set exponent can be auto-
matically determined for each specific system.

Computational details
For all DFT and TDDFT calculations, we used the
Turbomole32 7.5 program package with the RI-J
technique for the Coulomb term.20,72 All ground
state geometries of TUNE20 and EXTEST42 were
optimized using TPSS73/D3BJ74,75/def2-SVP62 in
vacuum. Instructions and an automated script are
available76 to enable TDDFT-ris calculations start-
ing in TURBOMOLE 7.7.

For the sTDDFT calculations on EXTEST42, we
use the sTDA package v1.6.267 with cx = 0.25 for
PBE0, an energy threshold (spectra window) of 9
eV, and focused on the lowest 20 eigenvectors (-ax
0.25 -e 9 -rpa -vectm 20), leaving other options as
default.

The RMSE metric for excitation energies is de-
fined as

Eene =

∑N
i=1(Ωref

i −Ω j(i))2

N

1/2

, (11)

where Ωref
i is the i-th excitation energy computed

using TDDFT, Ω j(i) is the corresponding excitation
energy from the approximate method, N = 20 is
the number of excited states considered and the
function j(i)47 associates the excited state i of the
standard TDDFT calculation with the excited state
j in the approximate calculation, thereby avoiding
state flipping in the comparison of excitation ener-
gies.

The metric for the error in the spectra is defined
as

Espe =

∫ ωmax

0

∣∣∣σref(ω) − σ(ω)
∣∣∣ dω∫ ωmax

0
σref(ω)dω

, (12)

where ωmax is the energy of the highest state con-
sidered, σref(ω) is the broadened spectrum from
TDDFT and σ(ω) is the broadened spectrum from
the approximate method We used a Lorentzian
broadening factor with FWHM = 0.2 eV. For both

sTDDFT and TDDFT-ris we compute all excita-
tion energies up to 5 eV or 20 states, whichever is
greater.

The calculations for retinal in Table 2 were per-
formed on a single core of Intel(R) Xeon(R) Gold
6230 CPU @2.10 GHz. For both TDDFT and
TDDFT-ris, convergence criteria set as residual
norm ≤ 10−5; for sTDDFT we used energy thresh-
old as 6.3 eV to compute 20 states (-ax 0.25 -e 6.3
-rpa -vectm 20).

All the calculation data in this work is avail-
able on OSF77 under the MIT License. The plu-
gin called escfrisprep to invoke TDDFT-ris and
TDDFT-ris+p method in TURBOMOLE Version
7.7 is available on Github76 under the MIT license.
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